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Abstract: I'ake news generation and propagation is a huge challenge of the digital era,
resulting in different social impacts, namely bandwagon, validity content, and deceiving
the public with spam and much more. The rapid spread of fake news not only fosters
misinformation but also degrades the credibility of news sources. To comprehend the
critical need for addressing this persuasive issue, this research presents a framework for
detecting fake news using a knowledge-based approach by combining GCN and GNN
only for text data. An automatic fact-checking process is applied using concepts like
information retrieval, NLP, and Graph theory. The knowledge base is generated using
a Twitter dataset, which contains. These attributes serve as pivotal indicators for the
development of a knowledge base, subsequently employed to detect prevalent patterns
and traits linked to deceptive or false information. We have employed Named Entity
Recognition (NER) model to extract SPO triples and Latent Dirichlet Allocation (LDA)
for topic modeling, thereby contributing to knowledge base generation. To evaluate the
efficacy and efficiency of our proposed model, we utilize deep learning algorithms like
GPT-3 and BERT Transformer, providing an acceptable level of accuracy. This
research paper delivers valuable insights into addressing the proliferation of fake news
on Twitter.

Keywords: Fake news classification, Graph Neural Network, LLM, BERT, social
context, GCN.
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checking. This increasing trend highlights the urgent

need for effective and efficient solutions to find and

The rapid proliferation of misinformation across digital
platforms poses a growing threat to societal trust and
“FFake news”

the reliability of information. The use of social The term

refers

reduce the impact of fake news on social media.

to fabricated or

networks brings many benefits, but it also presents a
significant issue: the widespread dissemination of fake
news. It refers to intentionally false or misleading
content related to people, topics, and events, whether
emotionally or politically charged. Most of the time,
such untrusted content goes viral without proper fact-

intentionally misleading information presented as
factual news. It is a phenomenon that poses significant
challenges to society and public discourse. Due
majority of social media platforms and the ease of
information online media have

sharing over

contributed to the rapid spread of false content. This


mailto:wajahatali4564@gmail.com

introduction sets the stage to delve deeper into the
origins, mechanisms, consequences, and potential
solutions in the fight against fake news.

Fake news dissemination enforces to misinformation
and undermines the credibility of news sources. To
understand this increasingly broad issue, this research
presents a framework for identifying fake news on
Twitter using a knowledge-based approach. 1 have
collected a dataset for evaluating our state-of-the-art
model on the Twitter platform for both text and
images, and combined the GCN and GNN for testing
our model. Our proposed framework has formulated
four different attributes, namely: SPO triple, SPO
sentiment polarity, topic modeling, and combining
both GCN and GNN for that purpose. These attributes
are the key indicators contributing to knowledge base
creation and used for fetching patterns and properties,
enabling a deeper and more nuanced analysis of
Twitter
framework uses deep learning algorithms, including
BERT transformer for text and ResNet50 for image
analysis, to improve the accuracy and effectiveness of
take news identification by combining GCN and GNN
using a knowledge base graph. These algorithms play

news content in multi-modality. The

a key role in the classification and fine-tuning
processes, allowing the framework to separate fake and
real news with greater accuracy. Extensive testing has
been done to check the effectiveness in identifying fake
news on Twitter, where accuracy is employed as a key
measure to gauge its performance and reliability.
Overall, the results of this study have important
implications for combating the spread of fake news on
Twitter, advancing the understanding of a knowledge-
based approach by combining GCN and GNN, and the
use of advanced deep learning algorithms to combat
take news.

Our main Contribution of this study are summarized as
tollows:

* We present a deep learning-based approach that
combines analyzing both text and visual features for
identifying fake articles using BERT for text and Res-
Net for images.

* In addition to multimodal features, we specifically
incorporate knowledge-based properties such as SPO
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triple and Sentiment polarity to enhance the input data
for identification.

* For model testing, we evaluate the models
performance using different classification metrics such
as accuracy, I'1-score, and confusion matrices.

2. Related Work

The work done in the past on fake news detection
includes different methods that help to detect and
mitigate misinformation. Early research in this area has
focused mainly on extracting fake news from a single
modality, only in text, images, or videos. This literature
provides an overview of recent research and approaches
on the detection of single- and multi-model fake news.

2.1 Machine Learning Based Approaches

Several studies have explored the use of traditional
machine learning (ML) techniques for fake news
detection, focusing mainly on misinformation spread
through different social media platforms. This study
employed classical ML models such as SVM, Decision
Trees, Logistic regression, neural networks, and
ensemble methods to identify pandemic-related
misinformation on Facebook, Twitter, Instagram, and
YouTube (Naeem et al., 2024). The model has achieved
the accuracies between 83% and 89%, showing their
effectiveness in identifying fake content. However,
their dependency on shallow features limited their
ability to interpret linguistic nuances, and the use of an
imbalanced or estimated dataset size embeds challenges

for real-world implementation.

Another study (D’'Ulizia et al., 2024) focused on
multimodal deception detection using supervised ML
algorithms such as Neural Networks, Random Forests,
SVMs, and K-Nearest Neighbors. The authors
evaluated these algorithms across diverse datasets such
as TRuLie, Bag-of-Lies, and real-time courtroom
videos. Performance of these models ranges from 75%
to 85%. Despite offering comparative insights, the
study suftered from limitations such as a small dataset
size and inconsistencies in input modalities, which
reduced the generalizability of the model.

A novel ML-based model known as Multi-model
Aggregation Portrait Model (MAPM) was introduced
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tor detecting fake user profiles on the Weibo
platform(Li et al.,, 2024). This approach used multi-
showed the
accuracy of approximately 90.2% in differentiating user

dimensional behavioral features and
categories such as normal, reproduce, and lottery users.
Nonetheless, its performance was evaluated using
Weibo data, limiting the transferability of the model to
other platforms with different user behavior patterns.

(Ellam et al, 2025) focused on using NLP with
traditional ML models using the ISOT fake News
Dataset. The dataset has 25,000+ articles collected
from two sources, such as Reuters and Politi-fact. The
models, including SVMs and Logistic Regression,
achieved the prominent accuracy of 88% to 92%.
Although the results were good but it focused only on
English; it didn’t work well in other languages or
cultural contexts.

2.2 Deep Learning Based Approaches

(Vineela et al., 2025) proposed hybrid deep learning
model that used TF-IDF features for textual data with
visual features extracted using MobileNetV2 and
VGG-19. The model evaluated on 20,015 news articles
and achieved the accuracy of 89%, showing the benefit
of combining multimodal data. However, this study
lacked on generalizing cross-domain dataset.

(Yadav & Gupta, 2024) introduced a model using vision
Transformer (ViT) to embed emotional properties into
multimodal classification and achieved the remarkable
accuracy ranging from 94% to 98% across five datasets.
The emotional sentiment fusion offered a unique
direction or approach, yet its dependency on emotion
limited its application to more neutral content.
Similarly, another study developed a framework which
combined LSTM for text and CLIP for image
classification, achieved the accuracy of 99% on text data
and 93.12% for joined input (Kumari & Singh, 2024). It
supported multiple languages and showed the benefits
of multimodal fusion. But the study lacked testing
under real-time adversarial environments.

Another study tested deep learning models, including
RNN, LSTM, GRU, BERT, and GPT-3 (Nair et al,
2024). While GPT-3 reached 81% accuracy, the
performance of BERT remained lower at 61%. This
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variability indicated model sensitivity to data type, and
the study did not address scalability or real-time
processing.

(Su et al., 2025) utilized both semantic information and
user credibility, leveraging hypergraph structures, and
achieved an accuracy of up to 90% across various
The
improved relational reasoning, though reliance on user

datasets. dual-channel structure architecture
metadata raised concerns regarding privacy and
robustness. Another study used an RNN-LSTM
framework on the LIAR dataset; this model achieved
99.1% accuracy. [ts strong text classification capability
was evident; however, the approach lacked validation in
streaming data environments, were fake news spreads

rapidly.

2.3 Large Language Models (LLMs) and Hybrid
Approaches

(Wang et al., 2024) introduced an LLM-based system
(FND-LLM) evaluated on Weibo, Gossip-cop, and
Politi-fact and achieved the accuracies of 91.2%, 90.5%,
and 92.6%, respectively. The model showed the power
of LLM for multilingual and cross-domain fake news
classification. But it lacked dynamic changes in rapidly
evolving fake news streams. Another study used a
proposed hold for LLMs and Vision-Language Models
in Italian language misinformation detection (Bondielli
2024). Although offered
annotation  for  both and
categorization. But the lack of experimental results

et al, resources rich

detection relation

evaluation limited its utility for benchmarking.

Similarly, another study presented a modular
framework that used different modalities (Liu et al.,
2025). The model achieved the accuracy of 92.8% on
Weibo 95% on Weilbo-21,

effectiveness. But this model needed more testing

and highlighting

under inconsistent or noisy data conditions for
adversarial robustness.

3. Materials and Methods

3.1 Overview

Our proposed model integrates BERT for semantic
embeddings with GCN and GNN using a knowledge
graph constructed by Subject-Predicate-Object (SPO)
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triple fetched from tweets. These combined features
used to classify tweets as fake or real.

3.2 Text Embedding with BERT

Given a tweet t, we use BERT to calculate a contextual

h, = BERT(#) € Rbert

where dpert = 768.

embedding:
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Fig. 1: Proposed Methodology of multi model (GCN and GNN)

3.3 Constructing Knowledge Graph

Extract SPO triples {(s; p;, 0.)} from tweet text
using dependency parsing. Construct a directed
knowledge graph:

G=E)

* Nodes / entities s: U o
+ Edges E: from s to o, labeled by p

X € R Nxdnode

A" is the normalized adjacency matrix, 0 = ReLU &
Output graph embedding (via mean).

3.5 Fusion & Classification

Concatenate BERT and GCN embeddings:
z = [h [ g€ Rdbert"'dgcn
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Initial node features z. € Rmode
initialized.

3.4 GCN Encoding

are randomly

Using a two-layer GCN:
HY=0 AXW©),H2=GCN HW", A

Where:

Then pass through an MLP:
" = Softmax (W, ReLU(W1z + b)) + bo)

3.6 Evaluation

We are testing our proposed model based on the
following metrics:

* Accuracy

* F'1 Score
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* Confusion Matrix
* Precision

* Recall

4. Datasets

To test the correctness of our proposed model, we used
three commonly used datasets in the area of fake News

Detection: Weibo, PolitiFact and Gossip Cop. Each
dataset gives novel features, languages and content
types that enhance the generalizability of our proposed
model across different domains.

Table 1: Dataset statistics of Weibo, Gossip Cop, PolitiFact

Dataset Tab Quantities Aggregate
Fake news 4779
Weibo 9528
Real news 4749
Fake news 16817
Gossip Cop 22140
Real news 5328
Fake news 624
PolitiFact 1056
Real news 432

5. Conclusion

To sum up, our experiment showcased encouraging
performance, with BERT achieving 61% accuracy and
GPT-3 surpassing all with an accuracy rate of 81% in
classifying fake news articles. These deep learning
methods were applied on our formulated knowledge
base which includes attributes, namely Subject-
Predicate-Object  (SPO) SPO
SPO occurrence, and topic modelling,

triplet, sentiment
polarity,
generated as key indicators of knowledge base to detect
patterns and traits related to misinformation or fake
news. The deep learning models effectively capture
both textual and numeric features, providing a
comprehensive understanding of the veracity of
information and their patterns. Additionally, we
discussed the potential future scope of integrating
Graph Convolutional Networks (GCN) and Graph

Neural Networks (GNN) using knowledge graphs for
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images dataset, which can further enhance the
performance of fake news detection systems.

6. Future recommendation

In this research, we proposed and implemented a
knowledge-based fake news detection model that uses
BERT for textual feature extraction and combines it
with Graph Convolutional Networks (GCN) and
Graph Neural Networks (GNN) to leverage the
structural relationships among entities in a knowledge
graph. Our state-of-the-art approach mainly focused on
textual data from Twitter, improved by SPO triples to
model semantic and contextual association between
claims. As part of our future work, we plan to enhance
our fake news detection system by incorporating Graph
Convolutional Networks (GCN) and Graph Neural
Networks (GNN) for visual dataset. This will involve
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the creation of knowledge graphs using the SPO triples
extracted from our data. By leveraging the power of
graph-based algorithms, we aim to capture and analyze
the intricate relationships and dependencies among
entities in the knowledge base. By employing GCN and
GNN, we anticipate gaining deeper insights into the

enhance the overall understanding of information flow
within the knowledge base. Our future work will focus
on integrating these same advanced graph-based
techniques and evaluating their effectiveness in
enhancing the accuracy on images dataset and
robustness of our fake news detection system.

complex network of fake news propagation and
detection. These models have the potential to uncover
hidden patterns, identify influential entities, and
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